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What is Statistics ？
Statistics is a body of methods for making wise decisions in 
the face of uncertainty (Wallis & Roberts, 1962)

Statistics is a set of concepts, rules, and methods for (1) 
collecting data, (2) analyzing data, and (3) drawing 
conclusions from data (Iversen & Gergen 1997)

Statistics is a way of reasoning, along with a collection of 
tools and methods, designed to help us understand the 
world (De Veaux et al. 2006)
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The development of Statistics 

Laplace probability theoryGalton & Pearson 
established correlation 
coefficients and 
regression analysis

Ronald Fisher proposed 
Analysis of Variance 
(ANOVA) and Maximum 
Likelihood Estimation

The integration of statistics 
and computational science 
has advanced into the 
fields of machine learning 
and neuroscience



The Early Applications of Statistics in Neuroscience



Hubel DH, Wiesel TN, J Physiol, 1959

Using spike frequency quantification and analysis of variance (ANOVA), the receptive 
field structure of visual cortical neurons, including the spatial distribution of excitatory 
and inhibitory regions, was successfully revealed.



Yu Z et al., Neuron, 2022

From t-test to Mixed-Effects Models: The Evolution to Address the Complexity of Neuroscience 
Data

Intraclass Correlation Coefficient 
(ICC)： Measures the degree of similarity 
or correlation between observations within 
the same group (e.g., neurons within the 
same animal).



Yu Z et al., Neuron, 2022

Type I Error: Overestimation of significance

Linear Model (LM): Ignores correlation

Linear Mixed-Effects Model (LME): Models within-group correlation



How to Choose the Right Statistical 
Model for Complex Data 

• Linear Models (LM): For simple 
data without clustering.
• ANOVA: Comparing group means 
with independent samples.
• LME: Handling hierarchical or 
nested data structures.
• GLM/GLMM: For non-continuous 
outcome variables.
• Random Effects: Capturing 
variability from nested structures like 
animals, cells, or cages.
• Key Decision Points:
• Is the outcome variable continuous?
• Are there nested or clustered 
structures?
• Are there repeated measures per 
subject or cell?



From Regression to Prediction: Bridging Descriptive Modeling and Predictive Power in 
Neuroscience

Bzdok D, Ioannidis JPA, 
Trends Neurosci, 2019



Wilcox RR, Rousselet GA, Curr Protoc, 2023



Huys QJ et al., Nat Neurosci, 2016

The blessing and curse of dimensionality



This ROC curve compares the performance of classifiers trained on raw 
behavioral data versus derived parameters. The use of parameters derived 
from a mechanistic model significantly improves classification accuracy, as 
shown by the higher AUC for the parameter-based classifier.

Huys QJ et al., Nat Neurosci, 2016



Focused and Simplified: Feature Selection and Dimensionality Reduction in Neuroscience

Gomez-Marin A et al., 
Nat Neurosci, 2014



Dimitriadis SI et al., Neural Regen Res, 2018



Cunningham JP, Yu BM, Nat Neurosci, 2014



Cunningham JP, Yu BM, Nat Neurosci, 2014



Take home message

Ø From Comparison of Differences to the Evolution of Predictive Models: Traditional statistical methods are

suitable for exploring relationships between variables, while modern machine learning methods (such as

LASSO and Random Forest) are better equipped to handle high-dimensional and complex data.

Ø Dimensionality Reduction is Key for High-Dimensional Neural Data Analysis: Through methods like

Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA), we can simplify data

structures and extract the most meaningful information.

Ø Feature Selection Enhances Model Performance: Algorithms like Random Forest not only classify data

effectively but also identify critical features, providing more precise inputs for models.



Exploring Omics Data in Neuroscience: 
Techniques and Statistical Tools
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Introduction : Why Omics Data?



Omics analysis enhance the persuasiveness of our experiments

Veiner, Marcell et al. Molecular ecology resources,2022



How to get genomic data?



The process of obtaining genomic data



The principle of Illumina sequencing process.

Mardis, Elaine R. Annual review of genomics and human genetics, 2008



Ardui, Simon et al. Nucleic acids research ,2018

The principle of PacBio sequencing process.



Video introduction to PacBio sequencing



The principle of Nanopore sequencing process.



Video introduction to Nanopore sequencing



The comparison of different generation of gene sequencing.

Lin, Bo et al. Biosensors , 2021.



How to analyze this data?



Overview of data processing step

Shi, Song et al. Journal of orthopaedic surgery and research , 2021.

Differential Expression Analysis



Quality control



Alignment

转录组常⽤软件
• Hisat2
• STAR

基因组常⽤软件
• Bowtie2
• BWA

El-Sharkawy, Islam et al. Journal of experimental botany,2015.



Differential Expression Analysis: Find key genes

Kingston, Belinda et al. Nature communications ,2021. El-Sharkawy, Islam et al. Journal of experimental botany,2015.

WGCNA

常⽤的⼯具为
• DESeq2
• edgeR



Enrichment Analysis : GO or KEGG analysis



Chen, Ke et al. Molecular medicine reports,2017.

Visualize the enrichment analysis results.



Li, Wanhe et al. Nature,2021.

Differentially expressed genes in chronic social isolated drosophila.



Take home message

• Principles of the three sequencing technologies.
• Illumina, PacBio, Nanopore

• The process of sequencing data processing
• Quality control, Alignment, Differential Analysis, Enrichment
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Unlocking Complexity in Neuroscience with Advanced Analytics

von Ziegler L et al., 
Neuropsychopharmacology, 
2021



Non-Negative Matrix Factorization (NMF)



Yang J et al., Nat Cancer. 2024

NMF Reveals Expression Patterns in Olfactory Neuroblastoma



Han S et al., Nat Commun, 2023

Connecting Brain 
Features with Clinical 
Insights via NMF



Manifold Fitting

Yao Z et al., arXiv , 2023



UMAP (Uniform Manifold Approximation and Projection)



Yao Z et al., Proc Natl Acad Sci U S A, 2024



Yao Z et al., Proc Natl Acad Sci U S A, 2024

PEP



Mendelian Randomization (MR)

Sanderson E et al., Nat Rev Methods Primers , 2022



Sanderson E et al., Nat Rev Methods Primers , 2022



Mu C et al., Nat Hum Behav, 2024



Mu C et al., Nat Hum Behav, 2024



Machine Learning & Deep Learning



Wittek N et al., Behav Res Methods, 2023







Yamamori Y et al., Elife, 2023



Yamamori Y et al., Elife, 2023



Convolutional Neural Network with Multiple Layers



Danyal A et al., Nature, 2024



• Convolutional Layers: Extract audio spectrogram 
patterns.

• Batch Normalization: Stabilizes the training 
process by normalizing the output of each layer, 
accelerating convergence and improving 
performance.

• Pooling Layers: Reduce the dimensionality of 
spectrogram data while retaining critical features.

• Dense Layers: Combine learned features for 
classification.

• Dropout Layers: Regularize the model to avoid 
overfitting.





Multi-Head Attention allows the model to “look” at the input from multiple perspectives 
simultaneously, capturing diverse relationships within the data for a deeper understanding.



Szałata A et al., Nat Methods, 2024



Szałata A et al., Nat Methods, 2024



Take home message

Ø Transformers use attention mechanisms to analyze gene interactions and integrate multi-

modal data, advancing tasks like cell annotation and regulatory network inference.

Ø NMF extracts latent features from high dimensional data, while manifold fitting captures

nonlinear structures, enhancing insights into complex biological systems.

Ø MR uses genetic variation to infer causal links between traits and diseases, aiding the study

of brain networks and mental disorders. 



What can we learn from this report?
1. The diversity of statistical approaches in neuroscience data analysis:
Beyond differential analysis, statistical methods encompass regression prediction, 
dimensionality reduction, and causal inference. These approaches enable us to uncover 
complex relationships and biological mechanisms within data.

2. Standardized sequencing data processing steps:
Common sequencing data processing pipelines include quality control, alignment, differential 
analysis, dimensionality reduction, and functional/network inference. These steps ensure data 
reliability and provide a solid foundation for biological interpretation.

3. The potential of deep learning in neurobiology:
Deep learning methods, such as the Transformer architecture, are driving innovations in 
neurobiology through their powerful feature extraction capabilities and flexibility. Embracing 
breakthroughs like “Attention Is All You Need” will further unravel the complexity of neural 
and gene regulatory networks.


